
Source code for GAN DCGAN

What is GANs

“(GANs), and the variations that are now being proposed 
is the most interesting idea in the last 10 years in ML, in 
my opinion.”  by Yann LeCun
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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What is GANs

Playing chess:
Compete with an opponent better than you
beat him / her in the next game
repeat this step
defeat the opponent
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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What is GANs
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Forger and an investigator:
Forger: create fraudulent imitations
Investigator: catch these forgers who create 
the fraudulent
contest of forger vs investigator goes on
world class investigators (and unfortunately 
world class forger)

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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What is GANs
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Two main components

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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Define GAN

Pdata(x) ->  The distribution of real data
X ->              Sample from pdata(x)
P(z) ->         Distribution of generator
Z ->              Sample from p(z)
G(z) ->         Generator Network
D(x) ->         Discriminator Network
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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Define GANs
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Entropy of 
(pdata(x))
data from real 
distribution

Entropy of (p(z))
data from random 
input 

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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Define GANs
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Discriminator is 
trying to maximize 
our function V

Generator is trying 
to minimize the 
function V

Max Min

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb


Source code for GAN DCGAN

Training GAN

Pass 1: Freeze generator, Training discriminator
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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Training GAN

Pass 2: freeze discriminator, Train generator
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Define problem

Generate fake images
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MNIST Dataset Overview
60,000 examples for training
10,000 examples for testing.
28x28 pixels with values from 0 to 1.
Flattened 1-D array of 784 features (28*28)

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Define architecture

● One hidden layer for discriminator
● One hidden layer for generator
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Define architecture

● One hidden layer for discriminator
● One hidden layer for generator
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Training

1. Train Discriminator on real data for n epochs
2. Generate fake inputs for generator
3. Train discriminator on fake data
4. Train generator with the output of discriminator
5. Repeat 1-4 steps
6. Check fake data result
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Results

Training 10,000 steps
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Results

Training 10,000 steps
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Results

Training 40,000 steps
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Results

Training 40,000 steps
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Results

Training 80,000 steps
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb


Source code for GAN DCGAN

GANs project: Results

Training 80,000 steps:
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Analysis
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200th step 
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Loss of Generator and Discriminator

Gegerator loss Discriminator loss

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Analysis

2110kth Step 40kth Step 80kth Step

Step based evaluation:

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: DCGAN
Deep Convolutional Generative Adversarial 

Network

22

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: DCGAN
Deep Convolutional Generative Adversarial 

Network
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
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https://arxiv.org/pdf/1511.06434
http://proceedings.mlr.press/v9/glorot10a.html
https://arxiv.org/abs/1502.03167


Source code for GAN DCGAN

GANs project: DCGAN
Deep Convolutional Generative Adversarial 

Network
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
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GANs project: DCGAN
Deep Convolutional Generative Adversarial 

Network
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https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Analysis
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Loss of Generator and Discriminator

Gegerator loss Discriminator loss

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
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GANs project: Analysis
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GAN 40kGAN 10k GAN80k DCGAN 10k

Step based evaluation:

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb
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GANs project: Analysis
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This is the end

https://github.com/CMWENLIU/deep-learning-TF/blob/master/gan.ipynb
https://github.com/CMWENLIU/deep-learning-TF/blob/master/dcgan.ipynb

